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done easily and quickly by eye. If, instead of "assigning the label A arbitrarily", 
we pick a to be the smallest of all four entries, a large number of entries in Tables 
I and II can be eliminated, making the test seem still easier. 

JOH-N VAN DYKE 
National Bureau of Standards 
Washington, D. C. 
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This book is an exceedingly well written account of the subject of stationary 
processes and linear prediction theory. It does not require much mathematical 
backgroulnd on the reader's part. The small quantity of Hilbert space theory needed 
for prediction theory is supplied by the author. Bochner's fundamental theorem 
(also due to Khinchin) on the representation of positive definite functions as 
Fourier transforms of finite nonnegative measures is not proved but is discussed at 
length. The theorem due to Szego, alnd Kolmogoroff's generalization, that 

inf 21 f 1 - zp(z) 12f(o) do = exp f log f(O) d} 

where p runs through all polynomials in z, f(O) _ 0 in L1, and its corollaries charac- 
terizing deterministic discrete and continuous processes, are also examined but not 
proved. The problem of linear extrapolation is therefore restricted to cases in which 
the optimal estimate can be expressed as an infinite series of past values: 

A 

im = ai~_, + a22_2 + * + aki-k + - 

m ? 0, in which the series converges in L2(f(O)), f being the power density. The 
case in which f(0) is a rational function of e"0 is treated in detail. The extrapolation 
problem is followed by a chapter on linear filtering; that is, given An for n < -1, 
with An = tn + ?,n , find the optimal estimate of tm . The problem is solved in detail 
for the case in which t and v have power densities rational in eiO. The problems of 
extrapolation and filtering for random functions (instead of sequences) come next, 
with a chapter for each. This new edition concludes with two short appendices: 
one on generalized random processes, in which "white noise," for example, can be 
defined rigorously; and the other, written by D. B. Lowdenslager, on soie recent 
developments, in particular, vector-valued processes. 

Although the reviewer does not read Russian, it must be concluded oln the basis 
of the beautiful style of the book that the translator, R. A. Silverman, has done 
an excellent job of translating or writing, or both. This book will provide both for 
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beginners and for more experieniced mathematicians a fundamental grasp of the 
applied aspects of linear prediction theory, and is highly recommended. 

JOSEPH BRAM 
Operations Evaluation Group 
Arlington, AVirginia 

78[K].-A. H. ZALUDOVA, "The nlon-central t-test (q-test) based on range in place 
of standard deviation," Acta Technica, v. D, 1960, p. 143-185. 

This paper presents tables of percentage points of the non-central q-distribution 
and additional tables which were used to compute these percentage points. The 
non-central q is a non-central t-type statistic, which is based on the mean sample 
range. Because of the ease with which it is used, the non-central q-test is proposed 
as a substitute for the non-central t-test as given by Johnson and Welch [1], es- 
pecially when the application is in samplinlg inspection by variables. 

The statistic q is given by 

q(in, n) = T 
w(m, n) 

where wv(m, n) is the mean of the m ranges of m sub-samples, each of size n, drawn 
from a normal population N(,u, o-); x7 is the over-all sample mean; and 

T = A + K,o, 

where K, is the normal deviate exceeded with probability p. The distribution of 
q(m, n) is derived by the author. 

Tables 1, 2, 4, and 5 give percentage poinits qE to 3D for percentiles E = .05, .95, 
.25, and .75. For each value of E the points are tabulated for m = 1 ( 1)5, n = 3(1) 12, 
and p = .20, .10, .05, .02, .01, and .001. Some details of the computation of the 
values and remarks on their accuracy are given. 

In order to calculate the percentage points qE it was necessary to tabulate the 
frequency fulnctions fmQJ'vn) of the sample range and mean range, ivm denoting the 
mean range in mn independent sub-samples from a normal population having unit 
standard deviation. This was done only for combinations m = 1, 2, 4 and n = 
3, 4, 6, 8, 10, 12. These values of fm(tv-m) are giveni in Tables 7, 8, and 9. All values 
are given to at least 5D. They are tabulated for the following intervals of i7vm 
zv (single ralnge) = 0.0(0.1)8.2, iD2 = 0.0(0.1)6.5, and zV = 0.1(0.1)5.5. These 
three tables were used to calculate a framework table of values of qf from which 
values of qE for other combinations of m and n were obtained by interpolation. Re- 
marks on the calculation and accuracy of the values of fmQ(tim) are made. 

It was found desirable for interpolation to klnow the limiting value of qE for 
n = x. The limitinlg distribution of q is derived and found to be concentrated at 
the point E(q) = K,ldn, where dn is the expected value of the range in samples 
of size n from a normal population with unit standard deviation. Table 3 gives 
values of K,ldn to SD for n = 3(1)12 and values of K, corresponding to p = 

.20, .10, .05, .02, .01, and .001. 
One additioinal table (Table 6) is presented; it shows a comparison of the non- 


